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Abstract

This paper develops an efficient method based on traffic flow distribution and splitting for traffic engineering in the MPLS networks. We define

flow distribution as selecting one of the available label switch paths (LSPs) to carry one aggregated traffic flow. Flow splitting is, however, the

mechanism designed for multiple parallel LSPs to share one single aggregated flow. Our studies show that flow distribution and flow splitting

approaches readily solve the routing problems such as bottleneck and mismatch problems. An algorithm based on network bandwidth utilization is

also proposed to integrate both approaches. The simulation results presented at the end of the paper demonstrate the effectiveness of the proposed

approaches.
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1. Introduction

Multi protocol label switching (MPLS) [1] is well known for

its advantages in traffic engineering (TE) [2,3]. A salient

feature of MPLS is that it allows multiple label switch paths

(LSPs) to be set up statically between a pair of source and

destination nodes. This is usually performed through path

establishment protocols such as CR-LDP [4] or RSVP-TE [5].

From internet service providers’ (ISPs) point of view, multiple

LSPs are necessary for redundancy purpose, due to physical

constraints and as a result of incremental capacity upgrading.

The ability that MPLS networks can send packets through

prescribed non-shortest paths is ideal for constraint based

routing or explicit routing. This is different from traditional

hop-by-hop based routing such as shortest path algorithm,

which searches for only one shortest path among many possible

ones by the participating routers. The edge routers at the

boundary of the networks have no control over the routes that

the admitted packets travel along with. In MPLS networks, on

the contrary, the label edge routers (LER) make the routing

decisions. Their knowledge of the individual LSP utilization

status is a result of information flooding from the underlying

protocols such as open shortest path first (OSPF) or

intermediate system to intermediate system protocol (IS-IS).
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The label switch routers (LSRs) inside the network serve

merely as switches--forward the packets based on the preset

label mapping rules. Corresponding to the functions of LER in

the MPLS networks, this paper deals with the state dependent

traffic engineering problem-routing the incoming traffic flows

over the multiple preset LSPs based on the network state.

Frequently, traffic flows are subject to flow shaping before

the routing decision is made. This is normally due to quality of

service (QoS) considerations and it produces aggregated traffic

flows [6]. In contrast with this QoS-based flow shaping

concept, we propose the concept of routing based flow shaping

i.e. flow shaping operates on the aggregated traffic flows, which

helps increase the efficiency of routing. Accordingly, we

classify the routing techniques broadly to two approaches. One

is what we call flow distribution—it takes no further action on

the aggregated traffic flow and merely selects one of the

available LSPs to carry the entire flow. Fair amount of research

work has been done under this category. Minimum interference

routing algorithm (MIRA) [7] and its improved version [8]

propose that a routing decision should be made with minimal

interference to other paths, which is computationally expens-

ive. Stochastic performance comparison routing algorithm

(SPeCRA) [9] uses stochastic measures to dynamically select

the best routing algorithms. In [10], an integrated shortest path

and nearest capacity first algorithm to tackle the mismatch

routing problems is presented. The other approach—flow

splitting—performs flow shaping by splitting one single

aggregated traffic flow to several sub-flows and maps them to

several LSPs for onward transmission. Relatively little work
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has been done in this area. In [11], a delay-based measurement

technique is used to decide on the splitting proportion over two

parallel LSPs. MPLS adaptive traffic engineering (MATE) [12]

focuses on distributing the best effort traffic over multiple

LSPs.

Apart from the routing based flow shaping concept, we also

present an efficient algorithm that makes the routing based flow

shaping decisions. The choice of flow splitting or flow

distribution is made upon the information gathered from a first

in first out (FIFO) queue of most recent network utilization

status. In Section 2, we state the definitions and assumptions in

our work. Flow distribution and splitting concepts are then

discussed in Section 3. In Section 4, we describe the proposed

algorithms as well as relatedmathematical analysis in details. In

Section 5, we study the performance of the proposed algorithms

and show that they solve the classical bottleneck and mismatch

network problems. Section 6 concludes the paper.
2. Definitions and assumptions

2.1. Aggregated traffic flow

The primary role of the transportation layer protocols is to

ensure the end-to-end data communication. Here we define the

ordered unidirectional sequence of packets that belong to the

same pair of connection end points as an application flow.

Since there might be multiple communication processes within

one host, e.g. email, http and multimedia streams, the

conglomeration of all the application flows inside that host

forms the traffic flow.

Further, when the traffic flows are routed for onward

transmission through the backbone networks, they are normally

aggregated at the ingress edge router and redistributed at the

egress router to form what we call an aggregated traffic flow.

The individual traffic flow then becomes the constituent traffic

flow of that particular aggregated traffic flow. In this paper, the

aggregated traffic flow might be subject to further partition
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to form sub-flows. Hence, the transmission entities that can

exist in the LSPs are either aggregated traffic flows in case of

flow distribution or sub-flows in case of flow splitting.
2.2. Setting up of LSPs and parallel LSPs

In this paper, the LSPs for each source–destination node pair

are pre-calculated using the offline algorithm, such as K

shortest path algorithm [13], subject to the physical network

constraints, and are set up statically. In the following part of the

paper, we call the multiple pre-setup LSPs that serve the same

pair of source and destination LERs as parallel LSPs.
3. Traffic flow shaping

We discuss the flow shaping related actions performed by

an LER in this section. Flow shaping mainly involves

manipulating the incoming network traffic on the flow basis.

Traditionally, flow aggregation as a form of flow shaping is

enforced to facilitate the QoS handling [6]. In the paper, we

propose the concept of routing based flow shaping or flow

manipulation for the benefit of the network resource

utilization. Our proposed routing based flow shaping takes

place after the QoS based one. It either distributes or splits the

aggregated traffic flow—the product of QoS based traffic

shaping--so as to maximize the routing efficiency. Fig. 1

illustrates this concept.
3.1. Flow aggregation

Since MPLS is essentially serving the core transportation

networks, the incoming traffic requests arrive from various sub-

networks or access networks. As a result, they differ

significantly in terms of traffic volumes and QoS requirements.

It is therefore necessary to perform flow aggregation--both

from the traffic QoS point of view and network management

point of view.
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In order to ensure proper QoS handling of the traffic, the

LERs of the MPLS network classify the different traffic flows

according to their traffic class by setting the proper value of the

3 bit Class of Service (CoS) field within the MPLS Label

Stack1 [6]. The LERs then aggregate the traffic flows according

to CoS value, source, destination and TCP/UDP triple to form

the aggregated traffic flow as defined in Section 2. Since traffic

flows are usually of fine granularity as indicted by PASTE [6],

the aggregated traffic flow shares the same forwarding state

and/or QoS resource reservation requirements. Note that the

number of aggregated traffic flow is independent of the amount

of traffic so when the traffic volume is increased, the amount of

traffic on each aggregated traffic flow is raised. Flow

aggregation also helps to simplify the network management

and increases the efficiency of the scheduling mechanisms by

requiring less number of queues [14,15].
3.2. TCP flow level status

An important characteristic of the current Internet traffic

pattern is TCP domination. Since over 90% of the current

Internet traffic is TCP traffic [16], care must be taken to

maintain the integrity of the TCP flow status when we exercise

traffic engineering in the third layer. If the TCP flow status is

disrupted, packets from the same TCP flow might reach the

destination host in a highly disordered manner. This is

undesirable for TCP applications as this not only causes

excessive reordering burden but also renders a wrong

impression to TCP that congestion occurs. TCP will

consequently decrease the size of the window of the TCP

flows, which leads to a deteriorated performance.

TCP provides function based connection-oriented services

so the minimal requirement for underlying routing protocols is

to maintain the TCP flow status on an application basis. This

corresponds to maintaining the flow status for the application

flow or preferably any further aggregated flows in our

definition. Nevertheless, it is not a necessary condition to

maintain the flow status on the traffic flow, traffic trunk or the

aggregated traffic flow basis.

Practically, the major threat that disrupts the TCP flow

status during routing is when packets of the same TCP flow are

routed to the destination host over different paths. Different

paths vary on traffic conditions so there is no guarantee of the

order of the packets traversing through. Therefore, it is ideal

that the routing protocols in the third layer ensure the entire

TCP flow of packets to go through the same path or, more

specifically, LSP in case of MPLS networks.
3.3. Flow distribution, splitting and integrity of TCP flows

After the incoming traffic flows are classified and

aggregated into aggregated traffic flows, our proposed routing
1 The CoS field corresponds to the 3 bit field reserved for experimental use in

the MPLS label stack, as specified in RFC 3032.
based flow shaping—flow distribution or flow splitting—takes

place.

By definition, flow distribution basically chooses one of the

parallel LSPs to carry the entire aggregated traffic flow. All the

packets that belong to one particular aggregated traffic flow are

safely routed to one LSP so the integrity of the constituent

traffic flows is guaranteed.

Flow splitting, however, partitions the respective traffic

trunks or aggregated traffic flows into the sub-flows so that

several parallel LSPs share the load. We show in the

subsequent sections that this is particularly useful to increase

the overall network resources utilization. Note that the entity

that is subject to splitting here is the aggregated traffic flow or

traffic trunk i.e. different traffic flows or worst case application

flows within the same traffic trunk may be routed through

different LSPs. But as long as we can ensure that one entire

traffic flow or application flow traverses along only one LSP,

the packets of its constituent application flows are assured to be

placed in the same LSP. Consequently, the TCP flow integrity

is preserved.

It is also worth noting that the number of traffic flows within

each aggregated traffic flow is abundant. They just share the

same CoS as well as the same address space of the backbone

networks—the same pair of ingress and egress LERs in case of

MPLS networks. These traffic flows need not originate from

nor end with same hosts as long as they are geographically

similar enough to be served by the same LER. Theoretically, if

ingress LER A is serving M number of hosts and LER B N

hosts, potentially the number of traffic flows within that

particular traffic trunk is O(M!N). Also, as mentioned earlier,

the increase in the amount of the traffic merely leads to the

corresponding rise in the traffic volumes of the aggregated

traffic flow. Hence, there are constantly available traffic flows

for the splitting to carry out.

Lastly, the flow splitting action is invisible to the other

routers, switches and LSRs since all of them are MPLS Layer

network elements. On the condition that the TCP flow status is

preserved, the exercise of flow splitting in the network layer is

also transparent to the end hosts where TCP provides the

connection-oriented services.
3.4. Routing based flow shaping, FEC and traffic trunks

Flow distribution and flow splitting discussed above

correspond to the defined LER functions of assigning the

packets to appropriate forward equivalence class (FEC) [1].

This is normally performed by inserting the proper MPLS

labels into the packet headers. Logically, traffic flows are thus

mapped to the available parallel LSPs and those traffic flows

being mapped to the same LSP form the traffic trunk as defined

in [6]. In case of flow distribution, only one FEC is created and

all the packets that belong to the same aggregated traffic flow

are mapped to the same LSP. Flow splitting, on the other hand,

creates multiple FECs so that the traffic flows within one single

aggregated traffic flow are assigned different MPLS labels and

are mapped to different LSPs accordingly. In this manner, flow
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distribution and flow splitting are easily incorporated into the

general MPLS and PASTE framework.

3.5. Flow splitting implementation techniques

From the implementation perspective, the flow splitting can

be performed on the individual packets. The most popular

splitting algorithms are hash based. Direct hashing applies the

hash function to the routing information of packet notably the

five-tuple and re-distributes the packets according to the output

value [10,15]. For asymmetrical splitting, table-based hashing

is preferred, for which an intermediate table index is used to

facilitate the re-distribution [15]. In [15], it is also demonstrates

that table-based hashing produces precise asymmetrical

splitting result.
4. The proposed algorithms

In this section, we discuss the flow distribution, flow

splitting and the integration algorithms. Markov queuing

models are subsequently applied for the analysis of the

performance of the proposed algorithms.

4.1. Flow distribution algorithm (FD)

For each ingress and egress LER (s,d), we have a finite set

Pðs;dÞZ p1ðs;dÞ;.; p
Np

ðs;dÞ

n o
where piðs;dÞis the capacity of ith

parallel LSPs that connects (s,d). The total number of available

LSPs jP(s,d)j is thus Np. For each p
i
ðs;dÞ, the ingress LER collects

its real time available bandwidth biðs;dÞ (through either OSPF or

IS-IS) and form the corresponding available bandwidth set

Bðs;dÞZ b1ðs;dÞ;.; b
Np

ðs;dÞ

n o
. We further denote the ratio of the

available bandwidth over its capacity as riðs;dÞ:

riðs;dÞ Z
biðs;dÞ

piðs;dÞ
(1)

In addition, we denote the set that contains the ratios riðs;dÞof all

the LSPs as R(s,d). The bandwidth associated with one

aggregated traffic flow subject to distribution is denoted by

f(s,d).

The flow distribution algorithm first searches for the least

utilized LSP riðs;dÞZminfRðs;dÞg and places the aggregated traffic

flow onto that LSP if biðs;dÞR fðs;dÞ. If the least utilized LSP fails

to accommodate the flow, the LER will try the next least

utilized LSP. The iteration terminates on the condition that

either the aggregated traffic flow is accepted or every available

LSP in the set has been checked.

4.2. Flow splitting algorithm (FS)

The flow splitting algorithm is designed for multiple parallel

LSPs to share the load of one aggregated traffic flow. The

partition rule is inspired by the principle of optimality used by

the divisible load theory (DLT) [18]. It argues that the optimal

allocation of one computational intensive job to several

processors should be implemented such that all the processors
should complete their portion of job at the same instant of time.

By the same token of argument, we propose that the flow

splitting rule should allow all the participating LSPs to

contribute their available network bandwidth fairly.

Suppose that at time instant ti, we have Np pre-setup LSPs

Pðs;dÞZ p1ðs;dÞ;.; p
Np

ðs;dÞ

n o
, each with the available bandwidth

Bðs;dÞZ b1ðs;dÞ;.; b
Np

ðs;dÞ

n o
. Now an aggregated traffic flow f(s,d)

is to be mapped to all the LSPs. In order to allow fair splitting,

we calculate the bandwidth size for each sub-flow siðs;dÞ by

siðs;dÞ Z fðs;dÞ
biðs;dÞPNp

nZ1

bnðs;dÞ

(2)

The LER first ensures that
PNp

nZ1

bnðs;dÞR fðs;dÞ, and then it will

check each LSP for biðs;dÞRsiðs;dÞ. That is to say, if the flow

splitting is deemed necessary, the aggregated flow will only be

admitted on the condition that the available bandwidth of all

the involved LSPs is greater than that of the corresponding

assigned sub-flows.
4.3. The integration algorithm (IA)

Aswewill discuss later, theflowdistribution andflow splitting

outperform each other under different loads, network topologies

as well as average bandwidth request of the aggregated traffic

flows. Generally, the flow splitting works well when the network

is generally lightly loadedwhile the flowdistribution takes over in

the heavily loaded networks. An FIFO queue based network

bandwidth utilization measurement algorithm is therefore

proposed to select the proper technique that maximizes the call

acceptance rate, thus, the overall network resource utilization.

We first introduce the relevant mathematical constructs. For

any ordered pair of ingress and egress LERs (s,d), we define the

corresponding bandwidth status O(s,d):

Oðs;dÞ Z

PNp

nZ1

bnðs;dÞ

PNp

nZ1

pnðs;dÞ

(3)

To defend our prediction from the busty nature of the networks,

the exponential weighted moving average of the value O(s,d) is

used:

Aðs;dÞ
tC1 ZaOðs;dÞ C ð1KaÞAðs;dÞ

t (4)

where a (0%a%1) is the weighing factor. Further, each

ingress LER maintains an FIFO queue Q(s,d) that stores U most

recent Aðs;dÞ
tC1 values. A threshold bandwidth status value h(s,d)is

then chosen based on the historical simple mean (typically 60–

80% of the mean)--any real time measurement Aðs;dÞ
tC1 below this

threshold indicates a ‘heavy load’ signal. The total number of

the members inside the FIFO queue Q(s,d) whose value is less

than the threshold h(s,d) is denoted by u. The ingress LER then

compares the quotient u/U against the pre-determined decision
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frequency k(s,d) and consequently makes the decision. Flow

distribution is enforced if the network is busy most of the time

within our observation window or else flow splitting is carried

out to ‘stretch’ the network. The entire integration algorithm is

illustrated in the following flow chart (Fig. 2).
4.4. Mathematical models and analysis

We study the performance of the proposed algorithms

through mathematical analysis in this section. Since MPLS

based networks are usually large in scale and typically serve as

backbone networks, the incoming traffic flows are composed of

large number of similar and independent processes so we can

model them as Poisson process [17] with mean arrival rate l. If

there is only one LSP between s and d with bandwidth of size

nm (or service rate in queuing theory), we can model the system

as the single server Markov queuing system with Poisson

arrival process and exponential service time distribution or M/

M/1 Markov queue. In reality, there are more than one LSP that

connect the LER pair (s,d). If, for the simplicity of the

mathematical analysis, we assume all these n parallel LSPs are

of uniform bandwidth m, this comes out to be the M/M/n

Markov queuing system with the same amount of service rate

or bandwidth nm.

From the classical Markov queuing theory, the average

sojourn time or average packet delay T1 for the M/M/1 Markov
queue and Tn for the M/M/n Markov queue are given by

E½T1�Z
1

nm
C

P1
q

nmKl
; where P1

q Z rZ
l

m
(5)

E½Tn�Z
1

m
C

Pn
q

nmKl
; (6)

where

Pn
q Z

ðnr0Þn

n!

p0
1Kr0

(7)

p0 Z
Xn
iZ0

ðnr0Þi

i!
C

ðnr0Þn

n!

1

1Kr0

" #K1

(8)

r0 Z
l

nm
(9)

In the above equations, P1
q and Pn

q are the probabilities that

upon a packet arrival, all LSPs are fully occupied for the single

LSP case and the multiple LSP case, respectively. Also, r

denotes the traffic intensity, r 0 denotes the utilization of any

individual LSP and p0 denotes the probability that the network

is idle. When the network is lightly loaded, we observe that the

average packet delay is about n times longer for the case of

multiple LSPs than the case of single LSP (Eq. (10)). This is

due to the fact that the resources of the other LSPs are not
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utilized at all as all the traffic are routed to their designated

LSPs only.

E½T1�

E½Tn�
zn; when rZP1

q ZPn
qz0 (10)

To overcome this non-optimality, flow distribution, thus,

distributes the aggregated traffic flows according to the

utilization status of individual LSPs (Eq. (1)) so as to even

out the offered traffic loads and increase the efficiency of the

overall network resource. Flow splitting can be viewed as a

more ‘aggressive’ form of averaging the traffic load by further
Src1
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Fig. 5. Network
partitioning the aggregated flow into finer grained sub-flows. In

its limiting case, the n LSP Markov queuing system converges

to the single LSP Markov queuing system from the network

utilization point of view though this is not normally the case

since the aggregated flows cannot be split arbitrarily.

However, flow splitting does not always outperform flow

distribution. Flow splitting attempts to allocate the aggregated

traffic flow to multiple parallel LSPs. Hence, if the available

bandwidth of any one of the designated LSPs is less than the

allocated amount (Eq. (2)), the whole aggregated flow has to be

rejected since we cannot carry partial flows. The utilization of

the individual LSP is given by (Eq. (9)) and as we can see with

the increase of l, the probability PðiÞ
f of finding them free with

certain amount of bandwidth decreases (Eq. (11)). Accord-

ingly, the probability Pðs;dÞ
F of admitting an aggregated traffic

flow is reduced exponentially (Eq. (12)).

PðiÞ
f Z 1Kr0ðiÞ Z 1K

l

nmi

R
sðiÞðs;dÞ

bðiÞðs;dÞ
(11)

Pðs;dÞ
F Z

Yn
iZ1

PðiÞ
f (12)

This is particularly the case when the overall network is heavily

loaded. Note that individual LSP utilization is not relevant

here, as with the proposed algorithms, the MPLS network is

treated more as a whole. We, therefore, propose (Eq. (3)) as a

measurement of the network utilization for each pair of (s,d)

and depending on the measurement value, flow splitting and

flow distribution are then applied.
5. Performance study

In this section, we first demonstrate that the proposed

integration algorithm makes accurate decision of choosing the

routing based flow shaping techniques using network topology

1 (Fig. 3). After that, we show how flow distribution and

splitting readily resolve the bottleneck network problems

through network topology 2 (Fig. 4) and mismatch problems

through network topology 3 (Fig. 5). Simulations done using

network topology 2 and 3 also reinforce the effectiveness of the

integration algorithm. Flow distribution (FD) and flow splitting

(FS) outperform each other under different circumstances in
Dst3
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Dst1

LER
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LER
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LER
2-1

LSR
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6
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both topologies; however, the integration algorithm (IA)

always chooses the better performing technique. Unless

otherwise stated, the offered traffic load here is Poisson

distributed with average holding time 1000. Also, we measure

the network performance mainly using the call acceptance rate.

5.1. Effectiveness of the integration algorithm

We analyze the performance of the integration algorithm

using the network topology 1 (Fig. 3) adapted from [12]. There

are 10 preset LSPS between the single pair of ingress and

egress LERs, each of capacity 2000. The offered traffic is

Poisson distributed with average bandwidth 400. Fig. 6 plots

the call acceptance rate under different loads of the three

proposed algorithms; we can observe that flow splitting

performs better when the offered load is light while its result

deteriorates significantly under heavy load. When the network

is relatively free, flow splitting efficiently ‘overstretching’ the

network by making full use of the tidy unutilized bandwidth in

each LSP. As the network gets busier, flow distribution

‘defends’ the network from being overloaded and maintains the

overall network balance on the LSP basis. The integration

algorithm, however, is able to track the overall network status

and switch between flow distribution and splitting accordingly

for the optimized network performance. Fig. 7 shows the

amount of aggregated traffic flows subject to distribution and

splitting, respectively, under different loads. Our simulation

results also show the effectiveness of the integration algorithm

for other average bandwidth values. Note that the simulation

result is consistent with our mathematical analysis previously.
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5.2. Solving the bottleneck problem

Fig. 4 depicts a classical bottleneck problem that LER1-1

and LER1-2 are contending for bottleneck link (dotted line in

the figure). Each link in the network is of uniform capacity

2000.The non-ideal case performance is that LER1 tries to

pump in traffic flows from LSP3 first then it reverts to LSP2 and

LSP1 only if LSP3 is fully utilized. The ideal case is that LER1

attempts LSP1 and LSP2 first before it eventually touches on

LSP3.By doing so, LER1 successfully avoids the bottleneck

link. Our simulation results (Fig. 8(a)) show that the flow

distribution produces near ideal result when the average

bandwidth (100) of the aggregated traffic flow is relatively

small. Its performance, however, is surpassed by flow splitting

as the average bandwidth rises to 500 (Fig. 8(b)). This behavior

follows the arguments in the previous Section 5.1.In both cases,

the integration algorithm successfully selects the flow shaping

technique that optimizes the network performance.
5.3. Solving the mismatch problem

The mismatch problem (Fig. 5) was considered in [10]. It

argues that if LER3 with average bandwidth size 2 Mbps starts

to transmit traffic first, by shortest path first (SPF) algorithm,

the 4 Mb link will be first chosen. At the time when LER1 with

4 Mbps average bandwidth request size begins to pump in
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traffic, it will find no single suitable LSP to accommodate them.

Since the overall network resource is barely enough, the

performance is not satisfactory even if we manually match the

LSPs with the LERs. However, our flow splitting technique

works particularly well under this situation as it increases the

call acceptance rate from 85% to holding time equal to 1

(Fig. 9). Note that in this case, the integration algorithm selects

flow splitting all the time and produces the same performance

as that of the flow splitting (Fig. 9).

6. Conclusions

In this paper, a new routing based traffic flow shaping

concept has been introduced and discussed. Relevant flow

shaping methods such as flow distribution, flow splitting as

well as the integrated algorithm have been introduced and

studied through mathematical analysis and by simulations.

Simulations have shown the effectiveness of the proposed flow

distribution, flow splitting as well as integration algorithms

under different network topologies, average bandwidth sizes of

the network traffic and the overall network loads. It has been

observed that with the introduction of our new concept of

routing based flow shaping, some classical network problem

such as bottleneck and mismatch problems could be handled

effectively. As for our future work, we are currently developing

more rigorous and general mathematical models to examine the

factors that affect network performance, both for flow
distribution and for flow splitting. We shall also try to apply

the model in a wider sense to include both best effort and QoS

traffic.
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